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ABSTRACT

Before turning him loose to research the organization, the Director of NASA’s Marshall Space Flight Center (MSFC), Wernher von Braun, explained his own ideas about organizational communication to Tompkins.  These principles and practices included the following: The Five Nines, the Earthquake Prediction System, the Monday Notes, Automatic Responsibility, and Penetration.  Tompkins used in-depth interviews with MSFC managers, asking “what works well and what doesn’t?”  Some serious problems of communication were uncovered; they, and recommendations for dealing with them, were reported back to collected interviewees along with practices that were working well, were contributing to the organization’s success.  Von Braun also asked Tompkins to study various communication schemes as ways of reorganizing MSFC for the Post-Apollo period.  Taken together, the organization’s practices of organizational communication constitute a theory of organization and decision-making, and an effective approach to the management of risk.  Tompkins will mention his well-known theories of Organizational Identification and Teamwork as Concertive that were inspired by his research at MSFC; he will conclude with his thesis that communication is the geometry of human organization.  

This is the truth in Aristotle’s doctrine of courage as the right mean between            cowardice and temerity.  Biological self-affirmation needs a balance between courage and fear.  Such a balance is present in all living beings which are able to preserve and increase their being.  If the warnings of fear no longer have an effect or if the dynamics of courage have lost their power, life vanishes.  The drive for security, perfection, and certitude to which we have referred is biologically necessary.  But it becomes biologically destructive if the risk of insecurity, imperfection, and uncertainty is avoided.  Conversely, a risk which has a realistic foundation in our self and in our world is biologically demanded, while it is self-destructive without such a foundation.  Life, in consequence, includes both fear and courage as elements of a life process in a changing but essentially established balance.  As long as life has such a balance it is able to resist nonbeing.  Unbalanced fear and unbalanced courage destroy the life whose preservation and increase are the function of the balance of fear and courage.  (Tillich, 1952/2000, pp. 78-9)

Introduction

     My recent book (Tompkins, 2005) brought me an invitation to give a paper to the 2005 International Conference of Systems Engineers, specifically to a subgroup of risk managers in the aerospace industry.  Aware that they favored mathematical approaches I decided to demonstrate that my approach is quantitative as well as qualitative.  I demonstrated my adeptness with an anecdote I call the “five nines.”  I first heard the story in 1967 while doing research interviews at NASA’s Marshall Space Flight Center.  Although I have heard variations of the story since then, this is what I believe to be the first published version of it (Tompkins, 1977).

     It seems that the Director of the Marshall Space Flight Center, Wernher von Braun, was visiting NASA headquarters in Washington, D.C.  In a meeting there, someone requested the reliability figure for a particular rocket stage.
     “I don’t know,” von Braun said, “but when I get back to Marshall I’ll find out and call you.”

     After von Braun returned to Huntsville, he informally called several close colleagues—some several levels below in the MSFC organization chart.  Then he phoned Washington.  The NASA official heard von Braun’s answer as “five nines,” or, he assumed, a reliability figure of 0.99999.
     “Fine,” said the official.  “How did you arrive at that figure?”

     “Well,” answered the Director with his slight German accent, “I called Walter Haeusserman in The Astrionics Lab and asked him, ‘Are we going to have any problems with this stage?’  He answered ‘Nein.’  Then I posed the same question to Karl Heimburg in the Test Lab and he also said ‘Nein.’  I kept at it until I got five neins.”

     The interviewee who told me the story said it was probably apocryphal but deserved to be true because it so perfectly captured the way organizational communication worked at the Marshall Center under von Braun.  If you reflect carefully on the anecdote it is an almost perfect parable for understanding why the Saturn V and Apollo Program worked so well.  It explains why von Braun had Walter Wiesman, youngest of the German immigrants to NASA, bring me in to study potential problems in the organizational communication system at MSFC.  It was perfectly natural for von Braun to check with his intimate colleagues at various places in the hierarchy to get his five neins, his reliability figure.
     This longer version of my oral presentation at the NASA conference on technical management (September 9, 2005) will proceed as follows.  First, it will describe the foundation of the relatively young field of organizational communication and how the author’s training in this area prepared him to serve as a faculty consultant to Wernher von Braun, Director of the Marshall Space Flight Center in 1967 and 1968, and what he discovered during that period.  Second, it will compare organizational communication to risk analysis and how the one can inform the other.  Third, in the interest of consilience it will show how geometry, the foundation of mathematics and physics, is a descendant of communication theory, including the original form of it, rhetorical theory, as developed in Ancient Greece.  Fourth and finally, a set of practical recommendations will be introduced.  

I

Organizational Communication

 The theoretical foundation of organizational communication was built by a business executive named Chester I. Barnard who wrote a book in 1938 with a disarmingly simple title, The Functions of the Executive.  Those three functions were “first, to provide the system of communication; second, to promote the securing of essential efforts; and third, to formulate and define purpose” (Barnard, 1938, p. 217).  The first was accomplished by recruiting people to the organization so that they could fill the positions in the organization chart—the formal channels of communication.  Communication is, therefore, the organization, the container of organizational activity.  The second function was fulfilled by motivating the members to do what was required, by offering incentives and persuasion.  The third involved formulating, defining, and communicating purpose and objectives.  Barnard saw this as an iterative process, an up and down process of communication in which what is possible modifies what is desired.  All three executive functions are communicative functions in nature; communication constitutes organization.
     It was not until the late 1950s, however, that was there any disciplinary interest in organizational communication.  Professor W. Charles Redding is regarded as the founder of the field; Redding began organizing a graduate program in his Communication Research Center in the Speech Department at Purdue University.  I was among the first generation of students to receive a doctorate in this field at Purdue, doing research on what I called “semantic-information distance” among hierarchical levels of an international labor union.  I also received a grant from Purdue Research Foundation to organize and synthesize the first 100 empirical studies of communication in organizations generated across a host of disciplines (Tompkins, 1968); the paper was delivered as the keynote address at a conference on organizational communication at MSFC.  The founder and historian of the field, W. Charles Redding, later said this about the conference: “This 1967 conference at Huntsville was also, so far as can be determined, the first conference specifically devoted to theory and research (along with implications for practice) ever held under the label ‘organizational communication’” (Redding, 1985, p. 22).  Walter Wiesman, who organized the conference, and MSFC were ahead of everybody in this initiative, another testimony to the importance of the subject to them.  
     Coincidentally, Wernher von Braun had come to a similar belief in communication qua organization from his experience while leading the research and development of missiles for the German Army during World War II and for the U.S. Army in the postwar period.  When President Eisenhower established the National Aeronautic and Space Administration in 1958, von Braun led his associates at the Army’s Redstone Arsenal to the newly-established Marshall Space Flight Center two years later.  Von Braun was the founding Director of MSFC and led the exciting R&D period of the Saturn V, the Moon Rocket.  Von Braun was innovative in creating the position of Coordinator of Internal Communication and appointed the youngest of the Germans recruited to the U.S., Walter Wiesman, to do the job.  Wiesman explored the new academic societies interested in organizational communication, met W. Charles Redding, who in turn recommended me for the job of Summer Faculty Consultant to the Marshall Center.  

Communication as the Earthquake Prediction System

     My research into organizational communication at MSFC began in the summer of 1967.  After participating in an orientation program, I first interviewed von Braun on July 24; Walter Wiesman, who had recruited me as the first “soft” scientist to the Center as a Summer Faculty Consultant, walked me over to the Director’s office. [Fig. 1 about here.] Listen to how von Braun’s words unpack the five neins anecdote:
In such a dynamic organization you have to keep up, keep the organization informed from top to bottom.  People with problems and suggestions must be able to get the attention of top management.  Communication up must be free, not tied to channels, if management is to be kept informed.  However, there must be a clear action and command channel.  Closed and open loops.  For example, there are weekly reports from lab directors and project engineers in RDO [Research & Development Operations] and from project managers in IO [Industrial Operations] which bypass intermediate layers of management, but directives go back down through Mr. Weidner [Director of RDO] and General O’Connor [Director of IO].  (Tompkins, 1993, p. 58)
     It would take weeks for me to understand completely what he meant in practical terms by “bypassing,” “action and command channel,” and “open and closed loops.”  As he continued, however, I immediately understood that upward-directed communication was crucial to the need to better understand risks and manage them better.  Listen carefully to this description by von Braun in the same interview:
This is like being in the earthquake prediction business.  You put out your sensors.  You want them to be sensitive enough, but you don’t want to get drowned in noise.  We have enough sensors, even in industry.  There are a lot of inputs about trouble.  Some are too sensitive; they overreact.  Someone else might underestimate.  You want to know the name of the guy.  Is he one of the perennial panic-makers?  Some guys always cry for help.  You need balance in the system—to react to the critical things.  Exposure teaches you how to react.  Some create problems and then proudly announce they have solved them.  Others make a lot of noise just to get the mule’s attention.  (Tompkins, 1993, p. 58)
     Von Braun had a gift for analogy, no doubt cultivated during a career explaining rocket science to laymen.  Here we see him explaining that organizational communication is an earthquake prediction system, complete with sensors that one must learn to read, which in itself requires an understanding of a potent variable in rhetorical and communication theory—ethos or source credibility.  Notice also the concealed calculation of quantification.  You want the sensors to be sensitive but not too sensitive; you “need balance in the system,” the same kind of balance described by Tillich in the epigraph of this paper, a balance between fear and courage, between certainty and uncertainty.  The organizational communication system at MSFC served as the earthquake prediction system, as the system of risk analysis and management.  Risks were, of course, reduced when upward-directed communication brought warnings and the action or command channel was used to solve the problems.
Conflict, Redundancy and Technomorphism

     There is another concept in the MSFC risk detection system that was a central practice, the so-called Monday Notes alluded to by Von Braun in the first quotation from him above and discovered by me to be the first thing people talked about when I asked what worked at MSFC.  This circular communication and feedback loop came about when Kurt Debus, one of the Paperclip 120 who came to the U.S. from Germany after WWII, had always been in charge of launch operations for the organization.  While he was away at Cape Canaveral supervising a launch von Braun realized that he missed their frequent interactions.  He asked Debus to send him a weekly one-page note from the Cape, summarizing the week’s progress and problems.

     Finding that he looked forward to reading the weekly notes, von Braun decided that a similar note from other key managers and supervisors would help keep him better informed.  He asked about two dozen managers (all of whom I interviewed), lab directors in RDO and project managers in IO who were removed from him by at least one layer of management to send him a weekly one-page note summarizing the week’s progress and problems.  Simplicity was a key.  No bureaucratic government form was developed and filled out, just these requirements: no more than one page, headed by the date and the name of the contributor.  They were due in von Braun’s office each Monday morning.  A layer of management was bypassed on the way up, inasmuch as the RDO and IO directors could not edit the notes.
     As von Braun read each note, he put his initial, “B,” and the date in the upper right-hand corner.  (The first time I saw a set of the notes, the teacher in me automatically flipped through them looking for an “A” paper.)  He also added a considerable amount of marginalia in a clearly printed script, asking questions, making suggestions, and dishing out praise.  The notes of July 10, 1967, for example, included this question to a manager who had reported some vehicle cost figures: “Have we passed this on to Mueller [a NASA headquarters official]?  B.”  To a lab director, whose earlier recommendations about the superiority of one kind of weld over another had been rejected and who had conducted additions tests which supported his original position, von Braun wrote in the margin, “Looks like you won after all!  Congrats.  B.”  
     All 24 of the notes, with B’s comments, were arranged in alphabetical order by the authors’ surnames, reproduced and then distributed to all of the contributors.  I discovered, much to von Braun’s delight, that many lab directors asked their division chiefs for a Friday Note; the division chiefs asked bureau chiefs for a Thursday Note, and so on.  Nearly everyone at the center stopped once a week and pondered what should be sent up to the top of the triangle.  What was the organizational effect of this simple communication activity?  I put that question to each of contributors.  The answer came back as almost totally unqualified praise for the practice.  The reasons offered to me in support of the praise have been detailed in several publications (Tompkins, 1977; Tompkins, 1993; Tompkins, 2005).  Let me briefly mention some of those factors here: (1) the boss was well informed about problems and progress; (2) the MN performed a crucial horizontal or lateral function of communication as each lab director read about what the other contributors had been up to during the previous week; (3) B’s marginalia provided an invaluable feedback loop to all of the contributors; (4) the boss also stimulated further communication by suggesting, for example, that Manager C get in touch with Manager D about a mutual problem; (5) the Notes provided an antidote to the sterile, formalized procedures dictated by NASA Headquarters because of their informality; (6) they were frank, including challenges from one unit to another, providing a kind of “charm”; (7) the notes provided a rigorous and regularly recurring discipline in the space center’s communication, a point misunderstood by some space historians who interpreted my remarks as condemning Germanic autocracy; (8) to the contrary, the practice encouraged conflict among the participants so that potential risks could be debated openly; (9) the practice, along with other channels of organizational communication at MSFC during this period provided a redundancy that is crucial to an organization in which messages must not be ignored or missed.  

     The principle of redundancy was built into the Monday Note system.  One could read the results of an engine test in more than one of the weekly notes, from the Propulsion Lab and the Test Lab.  One could also hear about them in meetings and routine reports.  There were redundant messages, of course, but more importantly there were redundant channels of vertical communication, helping to guarantee that information about organizational risks reached the apex of the organization.  Redundant channels were analogous to the redundant hardware in the spacecraft that saved more than one flight in the history of the space program.  (I once labeled this “technomorphism,” a neologism meant to suggest that the geometry of communication imitated aspects of the spacecraft itself, but the term hasn’t yet caught on!)

     Let me expand on the principle of redundancy because it is of utmost importance to risk management.  I appreciate that science and engineering value parsimony and efficiency, and that for them the ideal communication process would have zero redundancy.  But zero redundancy was defined by Colin Cherry as the case “when any errors in transmission, owing to disturbances or noise, will cause the receiver to make an uncorrectable and unidentifiable mistake” (Cherry, 1966, p. 186).  But because our organizational world is full of disturbances and noise that cause receivers to make mistakes, it is necessary to add more information than is ideally necessary to communicate a message.  That requires repetition, restatement and what von Braun realized so well, redundant channels of communication.
Automatic Responsibility
     Some theories of management imply that workers avoid responsibility.  Dr. von Braun assumed the opposite, and encouraged technical employees at MSFC to assume automatically the responsibility for problems they encountered.  This meant in practice that when a mechanical engineer saw something risky in a design produced by, say, electrical engineers, he or she was required to drop everything and investigate the problem.  My interviewees called this “Automatic Responsibility,” and it was at times unnerving to a lab director when he learned people in other laboratories were working on one of his assignments.  But what if the engineer lacked the technical skills to see the problem through to solution?  He or she was expected then to speak out, to send the concerns up the line so that resources could be directed to their solution.  My interviewees often singled out a young engineer, born in the U.S., who was promoted to a high position for speaking what turned out to be the truth to those at the top of the pyramid, for challenging the hierarchy about an unwarranted technical assumption.  This practice allowed for conflict as a way of reducing uncertainties and taught that the upward-directed communication about risks was perhaps the highest value premise in the organization.

Penetration
     In that first interview with von Braun he told me about the need for “sensors” in predicting earthquakes, some of which were in contractor organizations.  I discovered in 1967 that 10% of MSFC’s workforce was assigned to contractor organizations.  They made lateral or horizontal connections with “sensors” in the organization.  I was told about cases in which contractor employees were afraid to report problems up the line in their own pyramids but for the good of the space program they were willing to tell the truth to colleagues in NASA, who in turn moved the message up the line in their organization.  In one case involving the Saturn V, MSFC engineers challenged contractor managers about cracks in the first fabrication of the second stage.  Managers in the contractor organization at first denied the cracks, then admitted to a number smaller than the one claimed by the MSFC managers, a claim vindicated by x-rays of the stage.  Penetration allowed MSFC to be a wise and informed customer.

     Notice also that the practice of penetration created a new, transcendent organization into existence.  All of those sensors in contractor organizations were linked to MSFC by lines of upward-directed communication.  MSFC managers often knew more than the managers of their contractors.  When I took the perspective of the contractor for my risk paper I saw the need for them to penetrate organizations in two directions—their customers and their sub-contractors.
Systems Engineering and Reorganization

     During my second summer (1968) as a faculty consultant in organizational communication to von Braun, he asked me to help with a plan to reorganize the Marshall Center.  The Saturn V had made its first flight and so it was necessary to think ahead to the post-Apollo programs.  There would be reductions in force and the organization would have more and smaller projects than the moon rocket.  Von Braun considered the organization chart to be a depiction of the formal channels of communication, hence his willingness to ask a young specialist in organizational communication for help.  I conducted extensive interviews and came up with a scheme that was quite close to the one von Braun had drawn up but not showed to me (Tompkins, 1978).
     One of the criteria for the new plan was to give more authority and centrality in the organizational coordinates to a discipline called systems engineering.  I not only found a way to do this in the new chart but I recommended a person who was ultimately appointed to a position responsible for promoting systems engineering instead of what was sometimes called “brute force’” or engineering from the bottom up, in design solutions.  Although von Braun’s doctorate was in Physics, my interviewees described him as thinking like a systems engineer, perhaps the best one at the center.
     A recent biography of von Braun, Dr. Space, by Bob Ward (2005), a book I highly recommend, reintroduces the debate among his colleagues as to whether he was a better engineer than scientist; his doctorate was in physics but he had two degrees in engineering.  I should like to introduce a new debate by arguing that he was at least as innovative in the practice and theory of organizational communication as he was in science and engineering.
The Formalism-Impersonality Syndrome

     Von Braun was so serious about organizational communication that he set me loose to interview MSFC managers about what didn’t work well.  I reported back to him and to top and middle management in what was called the Staff and Board meeting.  This openness was in itself a sign of strength, a willingness to confront and fix problems of organizational communication.  Some of the problems were politically sensitive; some of the U.S. born managers said that the Germans—the group von Braun called the “Peenemunde Gang”—naturally socialized with each other and were believed to do business and make decisions without everyone being involved.  But the most important problem I uncovered was what I called the Formalism-Impersonality Syndrome.  Before I began my systematic interviews, von Braun’s assistant, James Shepherd, asked me to look closely at the Saturn V Control Center (SVCC).  All briefings about the Moon Rocket were held in this huge room in another building.  The walls were had been covered with PERT (Program Evaluation and Review Technique) charts but Arthur Rudolph, the Saturn V Program Director, said he didn’t understand them.  So, his assistants had to post their data into PERT and then translate into a cartoon system on the walls called “waterfall,” a system that had been developed in Germany.
     The Administrator of NASA at this time, James Webb, was not an engineer; rather, he was an expert in Public Administration, an applied part of Political Science.  He hoped to produce innovations in management and administration.  He was said to fly VIPs to Huntsville to show them the Control Center.  Von Braun was skeptical of it, said Shepherd, because he “couldn’t argue with the walls.”  Most of my interviewees complained about the Control Center, along with the overuse of computers and other management tools.  It was “refreshing to hear people who had made important contributions to the development of computers and information-management technology sternly denounce the sterility, formalism, and impersonality of many of the management tools they used, some of which had been imposed on them by NASA headquarters” (Tompkins, 1992, p. 86).  Indeed, after the investigation of the fire it was clear that von Braun was the best-informed person in the agency.  NASA Headquarters wanted to turn the Monday Notes into a formal reporting system, complete with numbered forms and rigid rules but fortunately they forgot about it. 

     I got a tour of the place and quizzed the many clerks responsible for its care.  I learned that a milestone could not be posted until all the paperwork had been completed, thus the system was always out of date.  “Slips” in the schedule were not posted by the administrators for fear that others might relax; unfortunately, this also prevented those others from making improvements in the rocket that would increase the reliability of the rocket.  I asked how often the Project Manager entered the room and found it was infrequent.  When I asked where he began and ended each work day they took me to a room across the hall which was about one-tenth size of the Control Center:   
In contrast to the quiet and empty Control Center, the room was alive with activity; people were on the telephone, talking to contractors and NASA personnel all over the country, making notes and then translating them onto the grease-pencil charts that almost filled the room.  Here I found the beehive, the real control center for Saturn V.  Rudolph visited the room daily, I was told, and he kept another chart in his own room.  (Tompkins, 1992, p. 78)

     Shepherd was delighted by my expose.  He and von Braun stopped attending briefings in the Control Center.  When I reported on this problem to the Staff and Board, they confirmed that they knew that the information posted in the Control Center was obsolete and inaccurate.  Suddenly I was leading problem-solving discussion of about 55 or 60 people; they sought to simplify, simplify, simplify by rejecting PERT and Waterfall, which had become objects of goal-displacement: they had become more important than the knowledge of the people making the rocket.

     My experience at MSFC changed my career and my life.  I published two research articles about the organization in 1977 and 1978, but in lectures and conversations I found myself referring to MSFC with the collective pronoun, “we.”  I was part of the organization even if I had to return to the classroom in the fall; the organization was part of me and my identity.  All of us, to a degree I have never observed since, were committed to the purposes, objectives and value premises of the organization.  I began working on a research program with colleagues and students at three different universities on what I chose to call organizational identification and teamwork, what we called unobtrusive or concertive control, the summary and theoretical statement of the research program was published in 1985.  Since then two former students of mine won significant awards by applying the theory to a manufacturing company in the 1993 and an aerospace contractor in 2003.  I stress these facts as an manifestation of the continuing interest in MSFC of the 1960s and theories spawned by our research into, and theorizing about, excellence in organization.

     There is one other manifestation of this continuing interest.  Just last week I got a request from a publishing company in the U.K. to reprint my first article about MSFC in 1977 and the theoretical essay from 1985.  The two pieces will be published next year as part of the Sage Library in Business and Management.  I doubt that many in NASA realize that MSFC of the Apollo Program is accepted as a model of management qua communication.

Communication and Risk
      I have made three more investigations of NASA since my first experience with the organization in 1967 and 1968, only one of which was a happy experience.  In the summer of 1987 I studied NASA’s Aviation Safety Reporting System (ASRS) and visited the facilities of its contractor, the Battelle Memorial Institute, in Mountain View, California.  They devised a system for people associated with aviation to report hazards and risks.  It is done with communication practices that should be used in any organization concerned about risk to human life and health.  In short, controllers and pilots write reports about “incidents” or near accidents.  The name and address of those writing the reports are returned to them, giving them immunity to legal action against them.  It is a practice similar to Automatic Responsibility in that parties to an incident are encouraged to help understand and manage others that might recur.  Bulletins are issued calling for the removal of the hazards, in effect removing a risk.  The system worked brilliantly.  I interrogated their huge data base and was not surprised to discover that between 60 and 70 percent of the reports in the data base included a reference to obstacles to human communication (sometimes coded as problems of “information transfer”); a simple example would be a pilot’s misunderstanding of a controller’s identification of the proper landing strip.  This proved to me beyond any doubt that miscommunication creates risks just as certainly as effective communication practices identify and manage risks. 

     I concluded after the accidents involving Challenger and Columbia that NASA no longer practiced organizational communication as it had during the Apollo period.  The Old Technical Culture (see McCurdy, 1983) was forgotten (Tompkins, 1993) and divided into two contentious subcultures (Tompkins, 2005).  Organizational communication and organizational culture are almost synonyms.  Risk analysts must learn that communication and culture can influence the perception of risks and hazards, and as we have seen in the case of the aviation safety reporting system, miscommunication can create risks and hazards.

II

Organizational Communication and Risk Management
     In the previous section I made several connections between organizational communication and risk management; in this section I shall attempt to discuss those connections in a more systematic manner.  My resource for risk management is a paper presented by Dr. Stein Cass, “Risk Management in the Aerospace Industry: Past and Present,” presented to the Colorado Chapter of the International Council on Systems Engineering on 2 December of 2004.  He defines risk as “the likelihood and impact of potential problems or undesirable events which might occur and prevent meeting an objective” (p. 30).  He defines risk analysis as “attempts to identify what could go wrong and what to do about it” (p. 32) and risk management as establishing “the program framework for risk analysis and uses the results to make decisions and take action.  Risk management is an iterative process which starts at program inception and ends with program close-out” (p. 32, emphasis in original).  In my discussion of organizational communication at MSFC I used terms that are consistent with this terminology, i.e., problems, identification of problems, and making decisions and taking action.
    Cass identifies the most common risks as (p. 20):

*Cost Overruns

*Schedule Slips

*Performance Shortfalls


*Incorrect System Implementations

     The first three risks are synonymous with terms I used in understanding and explaining decision making at MSFC.  I was surprised while immersed in MSFC way back then that only the easy decisions were made by means of demonstration and scientific evidence.  The difficult decisions were made by rhetorical or persuasive processes.  As I put in my first publication about NASA, “the difficult decisions created in fact an exigency of ambiguity.  The three master topoi in such situations were reliability, time and cost.  Most, if not all, of the arguments given in support of a particular solution had premises anchored in those topoi” (Tompkins, 1977, p. 24).  Read reliability as the negative equivalent of “performance shortfalls,” read “schedule slips” in the same way in regard to time, and “Cost Overruns” as cost, and you have a perfect overlap.
    But, you ask, what are topoi?  This is a concept developed by classical Greek rhetoricians.  Aristotle, for example, defined rhetoric—the first academic subject in Ancient Greece—as the faculty of discovering all the available means of persuasion in any situation.  They systematically classified lines of argument that could be used in, say, defending oneself against a charge of murder.  We can also think of topoi today as potential deductive premises.  At MSFC I noticed that reliability, time and cost were competitive premises.  An engineer rarely could propose a solution that met or satisfied all three criteria, hence, there was a need for tradeoffs or compromises among the topoi.  Making the compromises for a decision required rhetorical as well as engineering skills.  There were unacceptable compromises; I heard von Braun warn against what he called the “foul” compromise.  I hasten to say that at MSFC in the old days reliability was the first among equals; faster, better cheaper would have been incomprehensible to the MSFC culture of that age because we intended to keep our promise to President Kennedy, i.e., to bring the astronauts safely back from the Moon.  I don’t think we considered time and money as risk factors, simply premises or criteria for choosing among alternatives.  Dr. Cass persuaded me over lunch in June of 2005, however, that they are correctly considered that way from the perspective a private contractor, that failure to meet those criteria promotes the risk of organizational failure.
     Cass also has a heading in his paper—“The Buck Stops with Program Managers” (p. 29)—which seemed alien to my experience in an aerospace institution.  It is supported with the statement that “The job of a program manager is to allocate resources to achieve program objectives with acceptable risk levels.”  The situation at MSFC described in the first section was somewhat different from this description.  The Marshall Center had pioneered with program and project management, but the apex of the organization was where the buck stopped.  To give credit to Dr. Cass, he saw this himself after he wrote the paper.  After later reading Apollo, Challenger, Columbia: The Decline of the Space Program, he said he learned to make the distinction between the organizational or strategic perspective and the project or tactical perspective.  This is a useful distinction because as we knew during the 1960s, programs and projects come and go; they are in large part dependent on what is “permanent,” the organization.  My point is that the engineers in the Old Technical Culture were loyal to the organization and their labs as well as the project; they practiced Automatic Responsibility in regard to any technical problem or risk they perceived, not just ones associated with a project they might be assigned to.  The buck stopped with the Director, and in a broader sense, with everyone in the engineering disciplines. With Automatic Responsibility, the buck metaphorically stopped with everyone in the organization.  Cass knows that our approach was to be desired by saying in the terse discourse of PowerPoint that “Best results achieved when entire team is involved” (p. 29). I will have more to say about teams in the final section.
      Cass defines Risk Factor as RF=L*I (Likelihood times Impact) and also advises colleagues in the risk-management business to define “L, I Tables” (Likelihood and Impact Tables) in cooperation with the customer.  Why?  “They may view risk differently.”  He suggests that the risk manager should “know their risk tolerance & adjust accordingly” (p. 38).  This is the opposite perspective that we took at MSFC, i.e., we were the customer and had to penetrate the contractors by finding or planting our sensors in them in order to know when they fell short of our standards and created risks for the program, project and all the many organizations involved.  By now taking the perspective of the contractor, as indicated above, I see the need to penetrate other organizations in two directions—the customer as well as the supplier or sub-contractor.  I think this is an important point and find confirmation for it in Cass’s determination expressed to me that he will now try harder to penetrate both the customer and the sub-contractor in his activities.
    There are other indicators in the Cass paper that risk management and organizational communication as practiced under von Braun have a strong family resemblance.  The word communication is sprinkled throughout the document.  He explains, for instance, that some organizations fail at risk management because of a “strong risk-averse culture”—i.e., they shoot messengers who bring bad news, a fatal cultural malpractice of communication.  Some of his practical advice is relevant as well, as in “You can only manage what has been identified and communicated” (Cass, 2004, p. 34); this is followed by this bit of advice: “Reward people for bringing risks forward—don’t penalize them” (p. 34), which recognizes that many risks cannot be identified unless people feel free to bring them forward; it also reminds me of Automatic Responsibility  
Fighting Wildfires

     Now that I realize what risk management is I realize that for many years I taught a seminar on the subject at the University of Colorado.  My son, Terry Tompkins, has fought wildfires from Los Angeles County to the Province of Quebec with the U.S. Forest Service.  I was, of course, concerned with his safety and the hazards of wildfire, as well as how to organize and communicate in such situations.  Using Norman Maclean’s brilliant book, Young Men and Fire (1992), reports on other fires, and commentary by an expert on organization, Karl Weick I began teaching what became known on campus as the “Fire Seminar.”  I had the students write a short paper about how they would approach firefighting.  Then they read the theory and research on Organizational Communication.  Several of the second papers written by the students in the course were either published or presented at conferences.  One student, Craig Melville, took the extraordinary step of volunteering for a rather elite fire-fighting crew, the Helena Hotshots.  Normally one would have to prove himself or herself for the Hotshots by performing well in a local crew, but Melville was accepted because of his intelligence, knowledge and athletic ability as a long-distance runner.  

      Melville fought ten fires in two months, a high number he was told.  In a recollection shortly after he wrote that these were not the spectacular “blow-up” fires of Mann Gulch in Montana and the South Canyon Fire in Colorado; instead, they were routine, everyday “mundane fires,” but even at that he and the other Hotshots experienced a lack of comfort, grueling work and close calls.  After studying the expert analysis of firefighting, Melville’s experience led him to critique them in unusual ways.  First, experts concentrated on spectacular fires, not the mundane ones; thus, it was not clear to Melville how their ideas would work on the routine fires that are controlled.  Second, some of the organizational experts went so far as to recommend not fighting fires if they cannot be fought safely.  Melville found that unacceptable.  Fires have to be fought, and so he recommends fighting them not safely, but smartly.  He seems to be saying that there is a greater risk in not fighting the fire than in fighting it “smartly.”  His training taught him and other firefighters how to build a line, then how to do it safely; instead of that approach, Melville advised, they should be taught how to take the “smart” risk.  His second proposal derives from the problem that individuals progress from local crews to hotshots and then to smokejumpers but the crews do not progress in this same way.  They take the next person in line.  The crews, therefore, are individualistic, lacking flexibility and cohesiveness as a team.  Teams in which individuals know each other, including their communicative styles, are more likely to take the smart risk than those that do not have such knowledge.

III
Communication and Geometry
In this section I shall assume, with support from authority, that geometry is the foundation of mathematics, and then advance two claims, the first that communication as the oldest discipline in Greece provided, along with other aspects of logic, the foundation of geometry; the second claim is that organizational communication today provides the geometry of human organization, or to say it another way, that communication is the stuff of social geometry.
     While drawing together Greek knowledge of geometry into his Elements, Euclid also drew on the work of scholars working in the universal arts of argumentation. We know little about Euclid other than he was Greek, studied with Plato’s students and flourished at about 300 B.C.E. at Alexandria.  We know that he was aware of the work done by Antiphon, an earlier Greek of the late fifth century B.C.E., and described as a “Sophist philosopher,” who “enunciated the ‘principle of exhaustion,’ which was to have a profound influence on mathematicians” (Beckmann, 1971, p. 37).  Sophists were, of course, a subdivision of rhetoricians in the tradition of the universal arts of argumentation.  Aristotle (384-322 B.C.E.) was one of Plato’s students and made major contributions to these arts.  Euclid might have studied under him; in any case we can be sure he knew Aristotelian thought. The 20th century expert on Aristotle, Richard McKeon, wrote that “there are three universal arts of argumentation—dialectic, rhetoric, and analytic.  Aristotle applies the word ‘logic’ or ‘logical’ loosely to any of these universal arts, and what is called logic today is a historical outgrowth of Aristotle’s universal art developed and systematized as analytic, dialectic, rhetoric, sophistic, mathematic, or syntactic” (McKeon, 1973, p. xviii).    
     Leonard Mlodinow, who argues that Einstein’s Relativity Theory and Witten’s String Theory are best seen as subsequent revolutions in Euclid’s geometry, also claims the most important contribution of the Elements is “its innovative logical method: first, make terms explicit . . . .  Next make concepts explicit . . . so that no unstated . . . assumptions may be used.  Finally, derive the logical consequences of the system employing only accepted rules of logic . . . .(Mlodinow, 2001, p. 30).”  There are no algebraic equations, no numbers in the Elements, only words and the figures made by ruler and compass, called “constructions.”  Aristotle made major contributions to the logical arts Euclid was employing.  Mlodinow praises Euclid for his use of definitions and “common notions,” a “distinction made previously by Aristotle”; the common notions were what Euclid took to be “common sense” (Mladinow, 2001, p. 35).  In The Story of Mathematics, Mankiewicz argues that Aristotle had a negative effect as well as a positive one on mathematics: “His demand for logical exposition had a positive effect, but a refusal to countenance the use of infinities and infinitesimals, coupled with his belief that perfect motion took place in circles and straight lines because these were perfect figures, may be seen as less than beneficial” (2000, p. 28).  Despite the criticism, it is conceded that Aristotle’s logical and argumentative criteria were beneficial to the development of mathematics. 
     This fairly well establishes that Euclid was using the universal arts of argumentation.  Moreover, the “common notions” and “common sense” he employed are the stuff of the ethymeme, the rhetorical syllogism and one of the most important inventions—discoveries?—Aristotle made.  Common notions are the givens of an enthymeme; in a persuasive situation, the rhetor or persuader tries to discover the common beliefs of listeners or persuadees, uses them as premises with which to derive, with the audience’s participation, the conclusion he or she endorses.  Euclid’s great accomplishment grew out of his skill with the rhetorical and argumentative arts that had been created and synthesized by Aristotle.  The tradition I recommend is one that continues from the universal logical arts, through geometry and its offsprings—mathematics and physics—and into our exciting concern with risk analysis.  One should not be surprised, then, that my tradition, the universal arts of argumentation, can complement mathematical approaches to risk analysis. 
     For example, a close colleague, Elaine Tompkins, for years prepared an unpublished text for her students in argumentation called “Progressive Argumentation” (2001).  She used probability as a synonym for the Likelihood component of risk and subdivided what risk analysts call Impact into two terms: Extent and Severity.  This bifurcation of Impact into two parts might well help in the quantification of the concept.
       The second part of my argument, that organizational communication is the geometry of social organization requires more words and a few diagrams.  Euclid’s triangle is the pure form of pyramids, whether made of stones or people.  Organizational theorists have found the triangle to be an irresistible metaphor in describing human organizations.  Figure 1 is an example of my creation dating to 1984, a depiction of a concept introduced by Henri Fayol (1841-1925), a French engineer who made a 
[Figure 2, Fayol’s Gangplank, about here]

substantial contribution to management and organization theory.  The triangle illustrates several points made by Fayol and others.  The apex of the triangle, of course, represents the central authority.  The sloping lines represent the formal lines of communication and Fayol’s definition of managerial functions such as commanding, coordinating and controlling; these lines of communication constitute the geometric form.  The scalar chain of communication is that line of superiors and subordinates—many playing both roles—stretching from the apex, centralized command, to those at the base of the triangles the workers who execute the command.  Aerospace engineers will find it interesting that Fayol preached “unity of command,” the notion that employees should receive orders from only one supervisor.  At MSFC in the 1960s when we were pioneering with project management, this principle was sorely tested by the matrix nature of the organization or graph.  The final aspect of Fayol’s triangle I wish to explain is the gangplank, or bridge, formed by the two-way channel connecting supervisors 10 and 11.  Up to the point Fayol published his work in the 1920s, such lateral or horizontal communication was forbidden.  The expectation was that an upward-directed message had to move all the way to the ultimate authority.  If 10 and 11 had a common problem, each had to go up the scalar chain to get approval for joint action.  Fayol’s bridge allowed them to communicate with each other (a) if 8 and 9 have authorized such interaction; (b) if 10 and 11 are in agreement about the course of action; and (c) if 8 and 9 are informed of the action to be taken.  
Problems at times can be solved in one sitting as opposed to seemingly endless serial reproductions of written messages up and down the line.  Fayol thought that encouragement of the gangplank’s use by top management would lead to . . .  the habit of seeking responsibility (Tompkins, 1984, p. 665).
Fayol’s bridge or gangplank can be seen, then, as an antecedent to the practice of “automatic responsibility” discussed in the first section of this paper.  
          Figure 1 might have appeared in Euclid’s Elements.  Indeed, his triangle under Proposition 11 of Book I is reproduced as Figure 2.  Notice that points of the triangle have been given letters rather than numbers but if line AB were drawn a bit higher it 
[Figure 3, Euclid’s Proposition 11, Book I, about here]
could be a bridge or gangplank rather than the base.  Notice that the vertical line CF in Figure 2 could well be a command channel for Fayol’s triangle. 
     The slope of Euclid’s triangles change from one to the next, inspiring an analogy taken into account by organizational communication theorists.  They speak of tall and short or flat organizations.  The height of the triangle and its slope are determined by the number of communication points in it.  This is related to the classical concept of span of control, the maximum number of subordinates a single supervisor can manage.  For my doctoral dissertation (Tompkins, 1962) I formalized the concept of “semantic/information distance,” in a quantitative and qualitative way, between levels of the scalar chain, i.e., between superiors and subordinates.  Distance and magnitude, are, of course, important variables to Euclid.  And the concept of coordinates in geometry would seem to be an assumption of the concept of coordination in a human organization, which varies with the slope of the triangle.

     The smallest and flattest of human triangles is the triad, a social system containing three related members in a persistent situation.  If, without excessive creativity, we label the three human beings in a triad as A, B, C, we can assume that power is distributed differently from one triad to the next. Theodore Caplow, a sociologist, found that there are eight different patterns of power distribution in triads, and that these lead to different predictions about coalition formation within them.  But the general tendency is for members to organize into a pair against the other, into minimum winning combinations (Tompkins, 1982).
     Figure 3, taken from Euclid’s Proposition 13, allows us to see another slice of an 

[Figure 4, Euclid’s Proposition 13, Book IV, about here]

organization, a lateral or horizontal segment.  Here we have a circle within a pentagon.  By coincidence we have an organization in the U.S. that is known by the shape of the building that houses it—a pentagon.  One must assume there are circles within this organization.  We also have triangles, organizations within the larger form of Figure 3.  Euclid’s main concern with this representation is with equality.  He says, for example, that the five straight lines connecting FG, FH, FK, FL, and FM are equal to one another.  He also describes this pentagon as equilateral and equiangular.

     One can imagine a table of this shape in the Pentagon building, with the Secretary of Defense represented by the letter F and division or department leaders represented by the other letters.  Notice that Secretary F has more power than others by virtue of her or his position of centrality.  Remove F and one would have a leaderless group, a phenomenon that was studied in the 1960s as a relatively pure form of democracy; it would be characterized by the variable Euclid concentrated on—equality.   Remove the “e” from equality and one has quality, as in quality circle, another important geometric form in human organization.  In fact, the proliferation of circular working groups and teams at MSFC in the 1960s lead me to develop a theory of “concertive” control (Tompkins & Cheney, 1985; for a recent study of this phenomenon in an aerospace contractor, see Larson & Tompkins, 2005)

     My experience as a professor, department chair, associate dean, and university-wide committees and governance bodies taught me how many horizontal circles exist in organizations, not to mention the vertical feedback loops between and among levels.  Reflecting on such forms also taught me that an organization is better captured as geometric form as a cone rather than triangle because the base of the larger triangle, and smaller ones within, can have circular communication patterns among people at the base.
     The Monday Notes would require arcs to represent the by-passing of managerial levels.  Project directors with lines of communication into R&D labs can be conceived as diagonal lines.  Penetration draws up images of triangles, or conical shapes connected by lines; the focal organization would have lines penetrating customers as well suppliers.  One danger is to think of these as static rather than dynamic, to recall that lines and circles and loops represent human communication action.
     As a general rule, those persons whose office is located high on the vertical lines of communication have power; this power can intimidate, can cow people, can make it difficult for people to communicate bad news up the line.  In her studies of labor-management relations, Mary Parker Follett concluded that the greatest single problem was the manner in which orders were given.  She found that “the strength of favorable response to an order is in inverse order to the distance the order travels” (1971, p. 150).  She also distinguished between linear and circular communication in giving orders, favoring vigorously the “circular behavior” of face-to-face communication.  In the case of MSFC during the Apollo period, one must see that the geometric innovations of Monday Notes, Automatic Responsibility, and Penetration were designed to reduce this difference or distance; they were established in order to encourage subordinates to speak the truth to power.  Messengers with bad news were rewarded, not killed.  Subordinates were sensors, in Von Braun’s earthquake prediction analogy, and they had to be “read” with great care, lest they might create a “socially-constructed risk,” i.e., make us believe in the high likelihood of a high impact risk when none is present..   
     In conclusion, I understand that communication-as-geometry is a metaphor, one organization theorists have not been able to avoid in their nomenclature of triangles and circles; I have attempted to extend the metaphor and note that the proponents of Quantum Theory cannot avoid the communication metaphor: 

Quantum mechanics had been designed to describe situations in which particles interact, not those in which they are created, destroyed, or transformed into one another.  In a quantum field theory, there is only one way that anything in the universe ever interacts: by exchanging particles know as messenger particles.  What physics had for centuries called ‘force’ is, according to field theory, just a higher-level description of the exchange of particles between other particles (Mlodinow,  2001, p. 240).  
     Mlodinow goes on to describe this interaction by means of another analogy, basketball players running down the court as they pass the ball back and forth.  The ball is the messenger particle, and for eclectromagnetism, the “message particle is the photon” (p. 240).  Perhaps these quotations are sufficient to demonstrate the appeal of the communication or interaction metaphor in the physical sciences.  

     As a summary of the entire paper I want to conclude that the proper metaphor for MSFC under von Braun’s leadership is the organization as argument (see Tompkins, Tompkins and Cheney, 198 ).  The topoi were crucial to argument and to decision-making.  What Aristotle called the universal arts of argumentation—dialectic, rhetoric, logic and mathematics—were skillfully blended into a highly successful organization in both theory and practice.  I do not pretend that it was perfect, nor that it achieved certainty, but it find the proper balance between fear and courage.


       


     I offer these comparisons between rhetoric, risk analysis, communication and geometry for the sake of what Edward O. Wilson, biologist, promotes in his book title: Consilience (1998).  Consilience is the erudite word for the unification of knowledge.  Wilson, however, wants knowledge to become unified by having biology, his field, devour the social sciences and perhaps the humanities. A similar, and more palatable, idea was expressed in conversation on September 12, 1831, by the poet, critic, philosopher Samuel Taylor Coleridge:
My system, if I may venture to give it so fine a name, is the only attempt I know ever made to reduce all knowledges into harmony.  It opposes no other system, but shows what was true in each; and how that which was true in the particular, in each of them became error, because it was only half the truth.  I have endeavored to unite the insulated fragments of truth, and therewith to frame a perfect mirror  Coleridge, 1965, p. 382). 
     In addition to consilience, the unity of knowledge and Coleridge’s harmony of knowledge, my motive in this paper is to show that these comparisons can lead to practical value in the form of recommendations.
IV

Recommendations

     1.  The story about the five nines (or neins) can serve as a humorous reminder of the need for a balance between quantitative and qualitative approaches to risk management, as well as a reminder that qualitative discourse often has concealed  quantification, as in the case of the surgical nurse who worst-cased everything.
     2.  Risk management is facilitated by an emphasis on upward-directed communication, the development and encouragement of free and open reporting not completely tied to formal channels, and by remembering the strategic, organizational perspective.
     3.  The Monday Notes teach, among other lessons, how upward-directed communication and downward-directed feedback loops contribute to the identification and resolution of risks, as well as the need for a disciplined, methodic approach to risk-appreciative communication.

     4.  The concept of the organization as an interorganizational system of agency, contractors and sub-contractors dictates the concept of penetration by means of establishing reliable sensors as part of an earthquake prediction system.  A prime contractor must penetrate both the customer and the sub-contractor.
     5.  Redundant channels of communication, like backup systems on spaceships, allow for the correction of less-than-perfect engineering designs.
     6.  The system of communication should reward those who dissent and defy authority about unwarranted technical assumptions—remember Automatic Responsibility—recognizing at the same time that some sensors or sources may incorrectly have nothing to express but unwarranted fears; they can produce a “socially-constructed risk,” underlining the need for managers and engineers to work at discerning the credibility of their sources.

     7.  The most difficulty decisions taken by management will involve rationally subjective compromises among topoi or decision premises that are partially contradictory.  This establishes the limits of “scientific” decision making, calling for a self-conscious approach to rhetorical arguments from the topoi of reliability, schedule and cost, making tradeoffs but avoiding the “foul compromise.”
     8.  Communication is the best method of reacting to perceived, identified risks; it is also a cause of risks, as when miscommunication accounts for 60 to 7% of all near accidents in domestic aviation, and presumably for fatal accidents as well.

     9.  Organizational culture, a close relative of communication, can create fatal risks as well as help to detect and identify them.  
    10.  Communication as the geometry of human organization allows us to see that circles—teamwork or concertive control—are to be preferred to one-way vertical communication; vertical distances can inhibit communication while circular communication implies equality, a freedom to speak the truth to power.  Organizational identification is a powerful dimension of culture, one that gives courage to speak the truth to power.    
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