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Abstract - Recently, Xilinx has developed a new field programmable gate array (FPGA) device family, Virtex-II Pro. This single device, not only has high density logic cells (3K to125K), gigabit connectivity, on-chip memory, and digital clock management, but also contains up to four IBM PowerPC 405 Processor hard cores, running up to 400MHz and 633Mbps[1]. To utilize this cutting-edge device directly in space applications without special radiation hardening, Single-Event Upset (SEU) mitigation techniques are required. At NASA’s Jet Propulsion Laboratory (JPL), we have successfully demonstrated the feasibility of multiple processors running in a ‘lock step and compare’ fashion to accomplish SEU mitigation at the processor level. We have also successfully employed Error Detection and Correction (EDAC) and CRC based techniques to build fault tolerance into the FPGA user memory and configuration memory. We will discuss the overall design strategy and explore the details of the mitigation techniques.

1. Task Background
This work is part of a mobility avionics project that aims to develop a scalable, configurable, and highly integrated 32-bit embedded platform capable of implementing computationally intensive signal processing and control algorithms in space flight instruments and systems[2]. This platform is designed to service the need of both small and large spacecraft and planetary rovers that will operate within moderate radiation environments. Some of the key characteristics of this platform are its small size, low power, high performance, and flexibility. Estimated ten fold reduction in both size and power over state-of-the-art processing platforms will enable this new product to act as the core of a low-cost mobility system for a wide range of future missions. 

2. Virtex-II Pro FPGA
The Virtex-II Pro is the next generation of the Virtex-II family with embedded IBM PowerPC 405 Processor hard cores (PPC405), and RocketIOTM Multi-Gigabit Transceivers (MGT) pins.  It natively supports the low voltage differential signaling (LVDS) serial interface on hundreds of signal pairs and is capable of running real time operating systems: VxWorks and MontaVista Linux, on its embedded PowerPC processor(s)[1].
3. Radiation Characteristics
The use of Xilinx FPGAs in JPL flight projects is not new. An early generation of Xilinx FPGA, Virtex, has been successfully used on Mars Exploration Rover’s DC motor controller.  However, due to its complexity, the use of Virtex-II Pro family FPGA presents additional challenges. 

To design an effective SEU mitigation solution for the Xilinx Virtex-II Pro, we must know the radiation properties of the Virtex-II Pro. The SEU susceptible areas of Virtex-II Pro's can be logically divided into the following categories: Power Processor Core (PPC) L1 Cache, Registers, Configuration Memory, and Block SelectRAM. Each of these areas of susceptibility has its own fault statistics and requires it own mitigation methods. We derived SEU rates for each of the categories based on experimental data that were obtained from a previous SEU susceptibility test done on the Virtex-II family (which precedes the current Virtex-II Pro family) [3]. Based on the upset rate and intrinsic characteristics of each category, appropriate error detection and mitigation methods can be chosen. 

4. Mitigation strategies

Based on different target applications, we propose three design strategies: Simple Strategy, Robust Strategy, and Always Available Strategy, in the order of increasing complexity. The Simple Strategy involves developing a simple yet effective solution for non-critical systems as quickly as possible and with the least amount of complexity. The Robust Strategy is a refinement of the Simple Strategy aimed at producing correct results under all SEU circumstances but not necessarily in a time-critical fashion. Always Available Strategy satisfies the more stringent requirement of producing correct results under all SEU circumstances in a time-critical fashion. Time-critical implies that the success of the mission depend upon the data results being produced in a timely fashion with a small tolerance for delay of data. Simple and Robust strategy will be discussed in more detail in the paper. Always Available Strategy is not covered in this task.

5. Design of Dual Processor Voting
With the availability of multiple embedded PPC processors on the Xilinx Virtex-II Pro FPGA, processor voting can be an effective method for single fault detection and correction. By comparing results calculated from multiple processors executing the same program, a mismatch signals the presence of a fault.  This comparison can be pair-wise, or it may involve three or more processors simultaneously. In a dual processor based system, once a fault is detected by having a mismatch on any of the buses, both processors will be notified through the interrupt mechanism, and appropriate actions could be taken depending on the application. 

5.1 Simulation
Both RTL and timing simulation of the design were performed in ModelSim version 5.7c. These initial results are encouraging and demonstrate that an FPGA with embedded processor cores can be made SEU tolerant. 

5.2 Board-Level Test
Board level test of the processor voting scheme was conducted on a Xilinx Virtex-II Pro Prototype board using X2VP20-FF1152 device. A simple firmware version of the famous “Hello World” application together with an incrementing counter was loaded on to the Block RAM of the system to monitor the CPU’s running status. Furthermore, a serial port decoder was implemented to inject a single fault into the system, on demand      
6. Design of EDAC Memory checker

Hamming code based EDAC has been implemented for the following FPGA memory areas:  On-Chip-Memory (OCM) BRAMs, Processor-Local-Bus (PLB) BRAMs, and Double-Date-Rate (DDR) SDRAM. By adding 7 error checking bits to 32 bit data bus and 8 error checking bits to 64 bit data bus, we were able to detect and correct all single bit errors and detect all double bit errors.  In order to support the byte enable feature of the PowerPC 405 Processor, we used a read-modified-write approach for memory access.  
7. Design of Configuration Memory Checker

To protect the FPGA configuration memory against SEU, a 32-bit CRC signature is generated at device start up time. The configuration memory is read periodically at the predetermined frequency and the new CRC is calculated and compared to the signature. Upon detecting a mismatch, the FPGA will be reconfigured.  

8. Conclusion and Future Work

Recent advances in semiconductor technology have enabled commercially available FGPA to be used for various space applications in a radiation environment. In this study, we have proposed several systematic fault mitigation strategies for the Xilinx Virtex-II Pro FPGA. We have also successfully demonstrated mitigation technique based on processor voting, EDAC and CRC checker.  More thorough testing is needed to further confirm the current results. Planned work includes proton and heavy ion based radiation test of the prototype system as well as building more complex test cases to stress test all aspects of the FPGA.
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