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Practice:

Ensure that potentially significant problems involving parts, materials, and safety discovered
during receiving inspection, manufacturing, post-manufacturing inspection, or testing do not
affect the safety or the performance of NASA hardware by reporting all anomalies via ALERT
systems. ALERTS and SAFE ALERTS pertaining to these problems are quickly disseminated
for impact assessment and, if required, corrective action taken or a rationale developed for
“flying as is.”

Benefit:

The benefit of the ALERTS system is the reduction or elimination of duplicate expenditures of
time and money by exchanging information of general concern regarding parts, materials, and
safety problems within MSFC, between MSFC and other NASA centers, between NASA and
other government organizations, and between government and industry to assist in preventing
similar occurrences. The use of the ALERTS system avoids future failures, rules out fraudulent
hardware, helps enhance reliability, and ensures mission success.

Programs That Certified Usage:

Space Shuttle External Tank, Space Shuttle Main Engine, Space Shuttle Solid Rocket Booster,
and Space Shuttle Experiments/Payloads.

Center to Contact for More Information :

Marshall Space Flight Center (MSFC)

Implementation:

The Government-Industry Data Exchange Program (GIDEP) is an on-line
service that fosters cooperative data interchange between government and
industry seeking to reduce or eliminate duplicate expenditures of time
and money by making use of existing knowledge. The program provides
a means to exchange technical data essential in the research, design,
development, production, and operational phases of the cycle of systems
and equipment. The primary objectives are to improve reliability, quality,
productivity, safety and logistics support. A GIDEP participant may be
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either a government or industry activity engaged in the design, development, test, production, or
support of equipment and systems. Universities and consultant firms who qualify may also
participate. GIDEP participants may have access to any of the following four data interchanges
1) Engineering Data Interchange, 2) Failure Experience Data Interchange, 3) Reliability-
Maintainability Data Interchange and 4) Metrology Data Interchange.

The Failure Experience Data Interchange (FEDI) is the GIDEP data interchange relative to
ALERTS, SAFE-ALERTS, and Problem Advisories. The FEDI contains objective failure
information generated when significant problems are identified on parts, components, processes,
equipment, materials, specifications, or safety hazards. This data includes ALERTS and SAFE-
ALERTS, failure analysis, problem information data and manufacturing sources data. The
initiator of an ALERT coordinates the ALERT with the manufacturer (vendor) when applicable
then forwards the ALERT to the GIDEP operations center for electronic distribution to all
participants. SAFE-ALERTS describe problems usually related to finished products which could
have an impact on the safety of personnel or risk damage to facilities or equipment. FEDI Report
definitions follow:

1. ALERT - An ALERT reports a problem with parts, components, materials, specifications,
manufacturing processes, or test equipment that can cause a functional failure.

2. SAFE-ALERT - A SAFE-ALERT reports a problem that relates to the safety of personnel or
equipment.

3. PROBLEM ADVISORY - A Problem Advisory reports 1) preliminary information on a
suspected problem, or 2) a problem with parts, components, materials, manufacturing
processes, specifications or test equipment that has an unknown or a low probability of
causing a functional failure. Problem advisories that report preliminary information must be
followed by updated reports at not less than 30 day intervals until resolved or canceled.

MSFC prime contractors are required to participate in GIDEP when their participation is
considered advantageous to the program. However, the contractor must obtain MSFC approval
for ALERTS which they propose on MSFC hardware. Nonparticipating subcontractors may
propose ALERTS for submission to GIDEP via the MSFC System.  

Approximately 250 to 300 GIDEP ALERTS, SAFE-ALERTS, and Problem Advisories are
received and processed each year. Approximately 10 to15 preliminary ALERTS or SAFE-
ALERTS are generated within NASA; of those approximately 2 to 4 originate at MSFC.

The MSFC ALERT system is comprised of the GIDEP ALERTS, SAFE-ALERTS, and Problem
Advisories and internal NASA ALERTS, SAFE-ALERTS, and Problem Advisories. These are
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processed at MSFC using MSFC’s tailored system as shown in Figure 1, MSFC ALERT/SAFE-
ALERT System Flow Chart. The left portion of Figure 1 depicts processing ALERTS that
originate outside MSFC (includes other NASA centers and GIDEP). The ALERTS are received
by the ALERT coordinator, logged in and forwarded to the appropriate MSFC Laboratory for
technical evaluation. This evaluator determines whether the alert should be considered a FULL
ALERT, Information ALERT, or No Action Required, which is entered onto an evaluation
form. These three categories are defined as follows:

1. A FULL ALERT is a serious problem which involves a high probability of causing a failure
in quality sensitive equipment. The FULL ALERT should be disseminated immediately for
investigation and a required response.

2. An Information ALERT reports a minor problem with low risk of affecting quality sensitive
equipment.  It will be disseminated for information and will require a response only if it
results in an impact.

3. No Action Required is a classification that is applied to conditions which do not represent
valid problems or have no impact on quality sensitive equipment.  These conditions should
not be classified by NASA as an ALERT and it will receive no further dissemination.

The completed evaluation form is returned to the MSFC ALERT Coordinator and filed if
classified as “No Action Required.” If the ALERT is classified as an Information ALERT or
FULL ALERT, it is transmitted to MSFC contractors, laboratories, project offices, and the
safety office. When a response is received from a MSFC contractor it is routed through
applicable MSFC project offices for coordination with MSFC laboratories and transmitted to the
MSFC ALERT coordinator for action and closeout. Responses from MSFC laboratories and
safety offices are forwarded to the MSFC ALERT coordinator for action and close out. The
response to an ALERT indicates whether the item is included in the system and, if so, what
corrective action is required. Further use of the problem part, material, equipment, or process
does not take place until the corrective action is implemented.

The right portion of Figure 1 depicts proposed ALERTS originating within MSFC and MSFC
contractors. The proposed ALERT is forwarded to the MSFC ALERT coordinator, logged in
and forwarded to the appropriate MSFC laboratory or safety office for technical evaluation and
recommendation. The MSFC ALERT coordinator forwards comments to the affected
manufacturer (vendor) for their evaluation and comments. The manufacturer returns their
comments to the MSFC ALERT coordinator who transmits information ALERT or FULL 
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Figure 1.  MSFC ALERT/SAFE-ALERT System Flow Chart
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ALERT to MSFC contractors, laboratories and project office and safety office with copies to
NASA Headquarters, other NASA centers and GIDEP. Responses received from MSFC
contractors, laboratories, and safety offices are routed and closed out as stated earlier.

An ALERT is considered to be a NASA-wide concern if it is a potential source of unreliability,
performance degradation, personnel hazard, or if it may result in a significant schedule delay.

Technical Rationale:

As technical rationale, two specific situations in which ALERTS or SAFE-ALERTS have been
vital to mission success are described below:

1. ALERT No. H1-A-88-01 dated 3-15-88

This ALERT started out as a MSFC TWX ALERT 5210A dated 2-17-88 by memorandum
from the MSFC ALERT coordinator.  The TWX, and later the GIDEP ALERT, stated that a
quality assurance product audit was performed on NAS bolts fabricated from A-286 steel
and disclosed they were not properly tested to the requirements of the NAS specification by
the manufacturer.  This ALERT affected shuttle elements, payloads and satellites. 
Considerable effort was made to identify and determine the extent of prior use of NAS bolts
from the same manufacturer.  Testing was performed on the fasteners to determine shear and
tensile strengths.  Stress analysis was performed using the test results.  In all cases, positive
margins of safety were depicted.  To ensure that the fasteners would be acceptable for 40
usages, a fatigue analysis was performed.  An inspection plan was implemented for future
procurement of these fasteners.

2. SAFE-ALERT  No. M7-S-93-01A

A Battery case is part of the Alinco Igniter Circuit Tester, Model 101-5CFG.  Embedded in
the battery case is a resistor that limits the amount of current to 5 milliamps.  This current is
low enough to prevent activation of the igniter but sufficient to determine if the igniter is
functional through a continuity test.  In 1989, a tester was returned for battery replacement
and calibration.  The presence of the current limiting resistor in the battery case was
unknown to the repair technician, who discarded the case because new, larger batteries were
required.  Use of the tester  resulted in premature ignition of a test rocket flare.  Fortunately,
no injuries occurred.  A SAFE-ALERT was issued in 1989, but was not incorporated
correctly into the GIDEP data base because an improper document number of M7-F-89-01
was assigned.  (The “F” should have been an “S,” which would have designated the
document as a SAFE-ALERT).  As a result of this improper designation, all of the users of
this circuit tester model were not alerted to this hazardous situation, and, in an incident in
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Sweden in 1993, the same model tester caused the ignition of a rocket motor which resulted
in one death, three injuries, and two damaged buildings.  This incident underscores the need
to accurately and promptly designate and disseminate ALERTS and SAFE-ALERTS.
However, since Canada is the only other country that is a member of GIDEP, it is doubtful
that Sweden would have been alerted. With proper designation, membership in GIDEP
would have been another essential element in avoiding the problem.

Impact of Nonpractice:

Failure to issue or properly designate or to review for program/project impact ALERTS and
Problem Advisories or SAFE-ALERTS could cause duplication of testing, possible schedule
delays, loss of mission, and, in extreme circumstances, loss of life.

Related Practices:

None
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